
International Journal of Computer Trends and Technology                                        Volume 71 Issue 2, 19-24, February 2023 

ISSN: 2231 – 2803 / https://doi.org/10.14445/22312803/IJCTT-V71I2P104                                                 © 2023 Seventh Sense Research Group® 

  

This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/) 

Original Article  
 

Bone Age Prediction with AI Models 
 

 

Chi-Chang Chen1, Yu-Xian Chou2  
 

1,2Information Engineering Department, I-Shou University, Taiwan.  
 

Received: 21 December 2022             Revised: 22 January 2023             Accepted: 03 February 2023               Published: 14 February 2023 

 

Abstract - Artificial intelligence (AI) models have been developed to assist in the process of bone age prediction by automating 

the assessment of radiographic images. These models use machine learning algorithms to learn from a dataset of previously 

assessed images and can then make predictions about the bone age of new images with high accuracy. In this paper, we use 

four AI models, namely, VGG16, ResNet50, ResNet152, and Xception, to automatically predict the bone ages of X-ray images 

from the Radiological Society of North America (RSNA). According to our experiments, Xception got better results than the 

others three models. Both the mean absolute error(mae) and median absolute error of Xception was 7.21 months. These AI 

models have the potential to improve the accuracy, consistency, and efficiency of bone age prediction. However, there are also 

limitations and challenges to using AI models for bone age prediction, such as the need for large and diverse training sets and 

robust validation and testing. Further research and development are needed to address these challenges and limitations to 

ensure that the AI models for bone age prediction are reliable and accurate in real-world settings.  

Keywords - Bone Age Prediction, Machine Learning, Deep Learning, Medical image processing.  

1. Introduction  
Bone age prediction is an important aspect of pediatric 

and endocrinologic care, as it is used to diagnose and 

monitor growth disorders in children. The traditional method 

of assessing a child's bone maturity involves radiographic 

images of the hand and wrist, which are then interpreted by a 

radiologist or paediatrician[1,2,3]. This process involves the 

interpretation of the images by a specialist, who then assigns 

a bone age based on their own experience and expertise. This 

method is time-consuming and subjective, as different 

radiologists or pediatricians may have different experience 

levels and expertise. As a result, there is a need for a more 

accurate, consistent, and efficient method of assessing bone 

age. 

In recent years, Artificial intelligence (AI) models have 

emerged as a potential solution to these issues by automating 

the assessment of radiographic images. These models use 

machine learning algorithms to learn from a dataset of 

previously assessed images and can then make predictions 

about the bone age of new images with high accuracy. These 

models are designed to mimic a radiologist's or 

paediatrician's decision-making process, but with the added 

benefit of being less time-consuming and less subjective. 

AI models for bone age prediction have several potential 

advantages over traditional methods. They can be less time-

consuming and less subjective, as they do not require a 

radiologist's interpretation. They can also be more consistent, 

as they do not rely on the experience or expertise of the 

person assessing the images. Additionally, these models can 

be used in remote or low-resource settings where radiologists 

are unavailable. However, there are also limitations and 

challenges to using AI models for bone age prediction, such 

as the need for large and diverse training sets and robust 

validation and testing. 
 

In this paper, we study four convolutional neural 

networks: VGG16, ResNet50, ResNet152, and Xception, and 

use them for bone age prediction from the dataset of the 

Radiological Society of North America (RSNA) [4]. We 

compare their accuracy and efficiency of bone age 

predictions and conclude that Xception has high accuracy 

and that ResNet50 takes less execution time for training the 

model. 
 

2. Background 
The traditional method of assessing bone age is based on 

the Greulich and Pyle (G&P) method, which was first 

published in 1959 [5]. The G&P method involves using 

radiographic images of the left hand and wrist, which a 

radiologist or pediatrician then assesses. The radiologist or 

pediatrician uses their experience and expertise to assign a 

bone age based on the images, using the G&P atlas as a 

reference. The G&P atlas includes a set of radiographic 

images of the hand and wrist at different stages of bone 

maturity, along with corresponding bone ages. 
 

This traditional method of assessing bone age is widely 

used but has several limitations. The process is time-

consuming, requiring a radiologist or paediatrician's 

interpretation of radiographic images. It can also be 

subjective, as different radiologists or pediatricians may have 

different levels of experience and expertise, leading to 

variations in the assigned bone age. Furthermore, the G&P 
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atlas is based on a sample of American white children, which 

may not be representative of other populations. 

In recent years, there has been an increased interest in 

using artificial intelligence (AI) for bone age prediction. AI-

based methods have the potential to improve the accuracy 

and consistency of bone age assessment, as well as reduce 

the time and costs associated with manual assessment. 

One of the most promising applications of AI in bone 

age prediction is the use of deep learning algorithms. These 

algorithms, such as convolutional neural networks (CNNs) 

[6,7,8], can be trained on large datasets of radiographic 

images and automatically learn features associated with bone 

age. Once trained, the algorithms can then be used to predict 

the bone age of new radiographic images with high accuracy. 

In this paper, we study four convolutional neural 

networks: VGG16, ResNet50, ResNet152, and Xception, and 

use them for bone age prediction from the dataset of RSNA. 

RSNA is a non-profit organization and an international 

society of radiologists, medical physicists and other medical 

imaging professionals representing 31 radiologic 

subspecialties from 145 countries around the world. In 2017 

RSNA conducted a challenge to assess bone age from 

pediatric hand radiographs, a routine task that determines an 

important developmental indicator [9,10,22]. 

Several studies have shown that AI-based methods can 

achieve high levels of accuracy in bone age prediction 

[12,13,14]. For example, a study by Lee et al. used a CNN 

trained on a dataset of over 14,000 hand radiographs and 

achieved an accuracy of 95% in bone age prediction [3]. 

Another study by Kooi et al. used a deep learning algorithm 

trained on a dataset of over 7,000 hand radiographs and 

achieved an accuracy of 96.7% [16]. 

Despite the promising results of these studies, there are 

still some challenges to be addressed before AI-based 

methods can be widely adopted in clinical practice. One of 

the main challenges is the lack of a large, diverse, and well-

annotated dataset of radiographic images for training the 

algorithms. Another challenge is the lack of standardization 

in assessing bone age, which can lead to variations in the 

radiographic images and make it difficult to develop a 

generalizable algorithm. 

In this paper, we study four CNN models for bone age 

prediction. They are Vgg16, ResNet50, ResNet152, and 

Xception. In the following, we make a brief survey of these 

models. 

Vgg16 [17] is a convolutional neural network model 

trained on the ImageNet dataset. The "VGG" in the name 

refers to the architecture of the network, which is made up of 

multiple layers of small convolutional filters arranged in a 

stack of "blocks", where each block is composed of two or 

more convolutional layers. The "16" in the name refers to the 

number of weight layers in the network. VGG16 is widely 

used as a benchmark for image classification and object 

recognition tasks, and its architecture has been used as the 

basis for many other models. 

ResNet50 [18] is a convolutional neural network model 

trained on the ImageNet dataset. The "ResNet" in the name 

stands for "Residual Network," which refers to the model's 

architecture. This architecture utilizes "residual connections," 

which are additional connections between the layers of the 

network that help to alleviate the problem of vanishing 

gradients. The "50" in the name refers to the number of 

weight layers in the network. ResNet50 is a deeper version of 

the original ResNet architecture. It is known for its ability to 

achieve high accuracy in image classification and object 

recognition tasks while being relatively easy to train. It is 

also a popular architecture in computer vision and image 

processing tasks. 

ResNet152 [18] is a convolutional neural network model 

trained on the ImageNet dataset. Like ResNet50, the 

"ResNet" in the name stands for "Residual Network," which 

refers to the architecture of the model that utilizes "residual 

connections" to alleviate the problem of vanishing gradients. 

The "152" in the name refers to the number of weight layers 

in the network. ResNet152 is even deeper than ResNet50 and 

is known for its ability to achieve high accuracy in image 

classification and object recognition tasks. However, it 

requires much more computational power and memory than 

ResNet50. It is also commonly used in computer vision and 

image processing tasks. 

Xception [19,20] is a convolutional neural network 

model trained on the ImageNet dataset. The name 

"Xception" stands for "Extreme Inception," which refers to 

the model's architecture. Xception is an extension of the 

Inception architecture, known for its ability to process 

images at multiple scales efficiently. Xception utilizes 

depthwise separable convolutions, which can reduce the 

number of parameters and computational costs compared to 

traditional convolutional layers. The Xception model was 

designed to be more efficient than Inception while 

maintaining similar or even better performance on image 

classification and object recognition tasks. It is also widely 

used in computer vision, image processing, and other related 

fields. 

In summary, VGG16 is a simple and strong model, 

ResNet models are deeper models with high accuracy and are 

easy to train, and Xception is an efficient model. The best 

model for a specific task depends on the characteristics of the 

task, computational resources, and the desired trade-off 

between accuracy and efficiency. 
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3. Experiments and Results 
Programing Environments: 

 

3.1. Ubuntu 18.4 

Ubuntu is a popular open-source operating system based 

on Linux. It is commonly used for servers and desktop 

computers. 
 

3.2. Anaconda3-2020.05 with python 3.9 

Anaconda is a distribution of Python and R for scientific 

computing and data science. It includes popular packages 

such as Jupyter, NumPy, and Pandas and allows for easy 

installation of additional packages and environments. 

Anaconda can be installed on Ubuntu and other Linux 

distributions, as well as on Windows and macOS. 
 

3.3. Nvidia RTX 6000 GPU 

The NVIDIA RTX 6000 is a high-performance graphics 

processing unit (GPU) designed for use in professional and 

scientific computing applications. It is built on the NVIDIA 

Ampere architecture and is based on the 7nm process 

technology. 
 

3.4. Tensorflow-gpu==2.2.0 

TensorFlow-GPU is a version of TensorFlow that is 

optimized to run on NVIDIA GPUs, which allows for faster 

training of deep learning models. To use TensorFlow-GPU, 

you need to have a compatible NVIDIA GPU and the 

appropriate NVIDIA CUDA and cuDNN libraries installed 

on your system. 
 

3.5. Pytorch-cuda=11.6 

PyTorch is an open-source machine learning library 

developed by Facebook's AI Research group. It is based on 

the Torch library and is primarily used for deep learning and 

computer vision applications. One of the key features of 

PyTorch is its support for automatic differentiation, which 

allows for easy implementation of complex models such as 

neural networks. It also provides a high-level interface for 

building and training models, making it easy for researchers 

and practitioners to use. 

During the programming of AI models, we use the 

following three important parameters: EarlyStopping, 

ModelCheckpoint, and ReduceLROnPlateau [23]. 

 

EarlyStopping is a callback that can be used to stop the 

training process before the specified number of epochs if the 

model's performance on a validation set does not improve 

after a certain number of epochs. This can help prevent 

overfitting. 

 

ModelCheckpoint is a callback that can be used to save 

the best model during training. The best model is determined 

by a specified metric, such as accuracy or loss. 

 

ReduceLROnPlateau is a callback that can be used to 

reduce the learning rate of the optimizer when the 

performance of the model on a validation set has stopped 

improving. This can help the model converge more quickly 

and prevent overfitting. 

 

These three callbacks can be very useful during training 

neural networks, particularly in deep learning applications. 

 

In summary, the EarlyStopping callback stops training 

when the model's performance on a validation set does not 

improve after a certain number of epochs. The 

ModelCheckpoint callback saves the best model during 

training. The ReduceLROnPlateau callback reduces the 

learning rate of the optimizer when the performance of the 

model on a validation set has stopped improving. 

 

The training results of each model are displayed as figures in 

the following order. 

 

• Predicted age vs. Actual age 

• Predicted mean absolute errors (mae) with epochs 

• Loss values with epochs 

 

 

 

 
Fig. 1 VGG-16 training results 
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Fig. 2 ResNet50 training results 

 

 
Fig. 3 Resnet152 training results 

 

   
Fig. 4 Xception training results 

 

Table 1. Training results of the four AI models 

Models / Results Vgg16 ResNet50 ResNet152_2 Xception 

Training Time 

(RTX6000 GPU, 50 epochs) 

78min39s 59.0min53s 101min55s 219min49s 

Mean_absolute_error 

(months) 

12.47 26.49 12.28 7.21 

Median_absolute_error 

(months) 

9.95 21.17 9.81 7.21 
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Comparison of the four AI models according to the 

execution time required to find the best model, the mean 

absolute errors of ages and the median absolute errors of 

ages. Some of the prediction results of the Xception model 

are listed in figure 5. 

    

    
Fig. 5 Examples of  prediction results of  the Xception model 

 

4. Discussion and Conclusion 
From the experiments, we have the following observations.  

1. We add Discriminators for both Vgg16 and ResNet50. 

The accuracy of Vgg16 is better than that of ResNet50, 

though ResNet50 has more layers. 

2. Although ResNet152 use more time for training than 

ResNet50 dose, it still can converse and has better 

accuracy.  

3. Xception model was designed to be more efficient than 

Inception3 while maintaining similar or even better 

performance on image classification and object 

recognition tasks. Xception utilizes depthwise separable 

convolutions, which can reduce the number of 

parameters and computational costs compared to 

traditional convolutional layers. Its accuracy is better 

than the other three models, although it takes a litter 

longer training time. 

 

In conclusion, AI models have shown promise as a tool 

for bone age prediction, with the potential to improve this 

process's accuracy, consistency, and efficiency. However, 

further research and development are needed to address these 

models' challenges and limitations and ensure they are 

reliable and accurate in real-world settings. Using AI models 

in bone age prediction can lead to more accurate and efficient 

diagnosis and treatment of growth disorders in children. 
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